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Abstract—Dynamic distribution network reconfiguration (DNR) algorithms perform hourly dynamic status changes of sectionalizing and tie switches to reduce network line losses, minimize loss of load, or increase hosting capacity for distributed energy resources. Existing algorithms in this field have demonstrated good results when network parameters are assumed to be known. However, in practice inaccurate distribution network parameter estimates are prevalent. This paper solves the minimum loss dynamic DNR problem without the network parameter information. We formulate the DNR problem as a Markov decision process problem and train an off-policy reinforcement learning (RL) algorithm based on historical operation data set. In the online execution phase, the trained RL agent determines the best network configuration at any time step to minimize the expected total operational cost over the planning horizon, which includes the switching costs. To improve the RL algorithm’s performance, we propose a novel data augmentation method to create additional synthetic training data based on the existing data set. We validate the proposed framework on a 16-bus distribution test feeder with synthetic data. The learned control policy not only reduces the network loss but also improves the voltage profile.

Index Terms—Dynamic distribution network reconfiguration, reinforcement learning, Q-learning, training data augmentation.

I. INTRODUCTION

By changing the status of remotely controllable switches (RCSs), distribution network reconfiguration (DNR) algorithms improve the distribution system performance. They are particularly useful when a large number of distributed renewable resources (DERs) are installed in the distribution system [1]. Both federal sponsored programs and market forces are facilitating the wide-spread adoption of smart grid technologies such as the advanced metering infrastructure and RCSs [2]. These two technologies are enabling remote data collection and actuation of switches which are critical to the implementation of distribution network reconfiguration.

Network reconfiguration problems can be classified into static DNR [3] and dynamic DNR [4]. The former determines the best network configuration for a given injection pattern; the latter determines an optimal sequence of network configurations over the operational horizon in terms of line resistive loss, loss of load, or hosting capacity for DERs. Common operational constraints that must be modeled in DNR problems consist of voltage magnitude limits and network radiality. Frequent operations of RCSs improve the control objective, they also lead to excessive wear and tear on the equipment. Therefore, the number of switching actions are typically constrained or jointly optimized with the typical control objectives to prevent excessive switching. In this paper, we focus on the problem of line loss minimization through dynamic DNR.

Most of the existing literature on the dynamic DNR problem adopt a physical model-based control approach. They can be divided into three groups based on their solution methods. The first group of literature formulates the dynamic DNR as a mixed-integer or dynamic programming problem. In [5], a polyhedral approximation based mixed-integer linear programming (MILP) formulation is presented. A stochastic MILP formulation is proposed in [6] to address the uncertainties in the electric loads and distributed generations. In some cases, the total number of possible radial configurations is not too large and it is possible to enumerate them. Dynamic programming methods can achieve very effective solutions in those cases [7] [8]. The second group of literature proposes heuristic methods. In [9], the optimal time points for DNR are determined based on a gradual approaching method. A minimum spanning tree method is proposed to solve the DNR problem in [10], where the edge weights are the current magnitudes obtained from the power flow results of the meshed network. In the third group, metaheuristic methods, such as the quantum particle swarm optimization [11] and genetic algorithm [12] are used.

The existing dynamic DNR algorithms rely heavily on accurate knowledge of grid topology and parameters. However, it is difficult for regional electric utilities to maintain accurate network models [13], [14]. The primary and secondary networks’ parameter estimates are particularly unreliable [15]. In addition, the computational complexity of the existing physical model-based approaches is typically large.

To cope with unreliable distribution network parameters, we propose a deep reinforcement learning (RL) framework to learn and execute dynamic DNR without the use of distribution network parameter information. One of the major limitations of existing RL algorithms is the low sample efficiency. To address this challenge, we propose an innovative approach to augment past grid operational experiences with synthetic ones. Simulation results on a 16-bus distribution feeder reveal that the proposed deep RL is capable of finding a decent control policy without using the network parameter information.
The unique contributions of this paper are listed below.

- Our proposed off-policy RL algorithm is capable of performing dynamic DNR with only network topology information and historical operation data set.
- Our operation experience augmentation technique greatly improves the performance of deep RL algorithms.

The rest of the paper is organized as follows. Section II formulates the distribution network dynamic reconfiguration problem. Section III presents the proposed reinforcement learning algorithm. Section IV shows the simulation results. Section V states the conclusion.

II. PROBLEM FORMULATION

In this section, we formulate the dynamic DNR as a Markov decision process (MDP) [16]. First, we briefly review some basic concepts of MDPs and introduce our notations. Next, we present the problem formulation.

The dynamic DNR problem can be treated as a sequential decision making process. At each time step, the control algorithm reconfigures the network to produce a new configuration. This intuitive description of the dynamic DNR problem can be converted into precise mathematical statements via MDPs.

An MDP is a tuple \((\mathcal{S}, \mathcal{A}, P, r, \gamma, T)\), which consists of a set of states \(\mathcal{S}\), a set of actions \(\mathcal{A}\), a state transition probability \(P(s'|s,a) \forall s', s \in \mathcal{S}, a \in \mathcal{A}\), a reward function \(r(s,a) : \mathcal{S} \times \mathcal{A} \rightarrow \mathbb{R}\), \(\forall s \in \mathcal{S}, a \in \mathcal{A}\), a discount factor \(\gamma \in [0,1]\), and a time horizon \(T\). In an MDP, an agent selects an action \(A_t \in \mathcal{A}\) based on the environment’s state \(S_t \in \mathcal{S}\) at each discrete time step \(t\). After that, the agent receives a reward \(R_{t+1} = r(S_t, A_t)\) and the environment’s state will advance to \(S_{t+1}\) according to the state transition probability \(P(S_{t+1}|S_t, A_t)\). The process terminates when \(t = |T|\) and \(S_{|T|}\) is a terminal state. In dynamic DNR problem, the state \(S_t\) corresponds to the status of the distribution network, which includes the current topology configuration, loads, and global time. The action \(A_t\) can be represented by changing the configuration of the distribution network in \(S_t\). The reward \(R_{t+1} = r(S_t, A_t)\) is a numerical measure of how good the reconfiguration action \(A_t\) was, in terms of minimizing network loss while keeping the number of switching actions small. The state, action, and reward of the dynamic DNR problem will be clearly defined later in this section.

The goal of the agent is to find a control policy \(\pi(a|s)\) in each state \(s\) that maximizes the expected discounted return (or state-value function) \(V^\pi(s) = E_\pi \left[ \sum_{t=0}^T \gamma^{t+1}R_{t+1}|S_0 = s \right]\), which captures the expected discounted return for starting at state \(s\) and following policy \(\pi\) thereafter. For a deterministic policy, \(\pi\) maps each state \(s \in \mathcal{S}\) to an action \(a \in \mathcal{A}\). For a probabilistic policy, \(\pi\) maps each state to a probability distribution of selecting each action. Another useful quantity is the action-value function \(Q^\pi(s,a) = E_\pi \left[ \sum_{t=0}^T \gamma^{t+1}R_{t+1}|S_0 = s, A_0 = a \right]\), which is related to \(V^\pi(s)\) by \(V^\pi(s) = E_{\pi\sim \pi(a|s)}[Q^\pi(s,a)]\). We will discuss the algorithms for solving the MDP problem in Section III. In the rest of this section, we focus on formulating the dynamic DNR problem as an MDP.

We first introduce some notations for the dynamic DNR. Consider a distribution network with \(n\) load nodes (PQ buses) and \(n^p\) substations (slack buses). Let \(v_{it}, p_{it}\), and \(q_{it}\) be the nodal voltage magnitude, real and reactive power injections of node \(i\) at time \(t\). Define vectors \(p_i\) and \(q_i\) as \(p_i = [p_{i1}, p_{i2}, \ldots, p_{in}]\) and \(q_i = [q_{i1}, q_{i2}, \ldots, q_{in}]\). Let \(p_i^v\) be the network’s total real line losses at \(t\). We denote a radial configuration of the distribution network at time \(t\) by \(a_t^r\). That is, \(a_t^r\) represents a rooted spanning forest of the graph associated with the no-shunt distribution network [8]. Each root corresponds to a substation.

Next, we construct the dynamic DNR problem as an MDP as follows. We define the state at time \(t\) to be \(S_t = [p_t, q_t, a_{t-1}^r, t]\) the action \(A_t\) as changing the topology of the network to \(a_t^r\). Therefore, \(S\) consists of the set of all injection patterns together with the set of all possible radial configurations. The latter is also equal to \(\mathcal{A}\). The reward function reflects both the network loss and the switching cost and is defined as

\[
 r(S_t, A_t = a_t^r) = -C^l(p_t, q_t, a_{t-1}^r) - C^s(a_{t-1}^r, a_t^r) \tag{1}
\]

where \(C^l\) is the cost associated with the network loss and \(C^s\) is the cost incurred by the change of network configuration. The detailed formulation of \(C^l\) and \(C^s\) will be shown in Section IV. The expected discounted return \(E_\pi \left[ \sum_{t=0}^T \gamma^t r(S_t, A_t) \right]\) with some initial configuration \(a_{-1}^r\) for the dynamic DNR problem includes both network losses and switching costs. This completes the construction of the MDP.

Note that the injection patterns \(p_t\) and \(q_t\) time series might not be strictly Markovian. Nevertheless, we shall still use this definition of \(S_t\) because the algorithms that we will be discussing are still applicable even if the Markovian property is slightly violated in practice [16].

During the distribution network reconfiguration process, we need to ensure that the nodal voltages always stay within allowable range. In the MDP framework, physical constraints are typically modeled via a constraint function \(V^C(s) = E_\pi \left[ \sum_{t=0}^T \gamma^t C_{t+1} | S_0 = s \right]\), where \(C_{t+1} = c(S_t, A_t)\) is the amount of constraint violation at time \(t\). We define \(c(S_t, A_t)\) to be the sum of absolute value of voltage violations at all metered nodes:

\[
 c(S_t, A_t) = \sum_{i \in N^v} \max(0, |v_{it} - \bar{v}|) + \max(0, p_{it} - p_{it}) \tag{2}
\]

where \(N^v\) is the set of all nodes that have voltage measurement devices; \(\bar{v}\) and \(p_{it}\) are the upper and lower bounds for voltage. Now the dynamic DNR can be formulated as a constrained MDP problem:

\[
 \max_{\pi} \quad V^\pi(s) \quad \text{s.t.} \quad V^C(s) \leq 0 \tag{3}
\]

In this paper, we approximately solve (3) by a simplified version of the Lagrangian relaxation. The Lagrangian of (3) is given by:

\[
 V^\pi(s) - \lambda V^C(s) = E_\pi \left[ \sum_{t=0}^T \gamma^t (R_{t+1} - \lambda C_{t+1}) | S_0 = s \right] \tag{4}
\]
The RHS of (4) has the same form as $V^\pi(s)$, except that the reward $R_{t+1}$ is replaced by $R_{t+1} - \lambda C_{t+1}$. Therefore, for any fixed $\lambda \geq 0$ value, (4) can be maximized by solving the unconstrained MDP, which replaces the original reward function by the following augmented reward function:

$$r(S_t, A_t, \lambda) = r(S_t, A_t) - \lambda c(S_t, A_t)$$

(5)

However, to solve (3) exactly, the multiplier $\lambda \geq 0$ needs to be worked out instead of kept fixed. Nevertheless, we shall use a fixed $\lambda$ and solve the unconstrained MDP with (5) as the reward function in this initial study.

III. TECHNICAL METHODS

In this section, we review basic concepts of deep reinforcement learning and describe an algorithm to find radial configurations. Then, we present a novel operational experience data generation algorithm. At last, we summarize all technical methods in our proposed RL based dynamic DNR algorithm.

A. Deep Q-Learning

In this subsection, an off-policy RL algorithm will be developed to solve the dynamic DNR problem. An off-policy RL algorithm learns the value of optimal policy independently of the actions took by the agent, whereas an on-policy method works by improving the policy that is used to take actions. In this study, an off-policy RL algorithm is more suitable than an on-policy one for the following two reasons. First, off-policy RL algorithms enable distribution operators to learn from a wealth of historical network reconfiguration operation data. Second, off-policy RL algorithms have much higher sample efficiency than that of the on-policy ones.

One of the most widely used off-policy RL algorithm for MDP problems is the Q-learning, which updates the action-value function iteratively:

$$Q(S_t, A_t) \leftarrow Q(S_t, A_t) + \alpha [R_{t+1} + \gamma \max_a Q(S_{t+1}, a) - Q(S_t, A_t)]$$

(6)

with $Q(S_{t+1}, a) = 0$ if $S_{t+1}$ is a terminal state. This allows the learned action-value function, $Q$, to converge to the optimal action-value function $Q^*$ provided that all state-action pairs continue to be updated. Once the optimal action-value functions are learned, the optimal control policy $\pi^*(s)$, which maximizes $V^\pi(s)$, can be found by:

$$\pi^* : S_t \mapsto \arg \max_a Q^*(S_t, a)$$

(7)

However, it is infeasible to directly apply Q-learning for dynamic DNR problems. This is because even if we discretize the continuous state variables, the dimensionality of the state space still increases exponentially. To deal with high-dimensional state space and continuous state variables, we parameterize an approximate action-value function $Q(S_t, A_t; \theta^Q)$ with a neural network, where $\theta^Q$ are the parameters of the neural network.

Nonetheless, this brings its own challenges. Divergence may occur during learning [17]. One cause of divergence is the high correlations between the action values $Q(S_t, A_t)$ and the target values $R_{t+1} + \gamma \max_a Q(S_{t+1}, a)$. To ease this, we adopt a target Q network whose parameters $\theta^Q -$ are only updated every $C$ steps [18] by $\theta^Q \leftarrow \theta^Q$. The $\theta^Q$ update uses the loss function $L(\theta^Q) = \mathbb{E} [(r + \gamma \max_a Q(s', a'; \theta^Q) - Q(s, a; \theta^Q))^2]$, with $Q(s', a', \theta^Q) = 0$ if $s'$ is a terminal state. To further reduce the high correlation, we adopt the replay mechanism [17]. As such, we store the past operational experiences for network reconfiguration $e_i = (S_t, A_t, R_{t+1}, S_{t+1})$ in a ‘memory data set’ $D_H \equiv \{e_1, ..., e_H\}$, which is sampled during learning. Each sample forms a replay in the learning process.

B. Finding Radial Configurations

When constructing the action domain, all feasible radial configurations need to be enumerated. For single substation distribution networks, this could be done by the tree enumeration algorithm [19, p.464]. For distribution networks with multiple substations, we enhance the algorithm by adding a merge and a split step. Fig.1 provides an example of this enhanced algorithm. First, we merge all the substation nodes (0 and 1) into a single root node X. Then we enumerate spanning trees on the resulting graph. Finally, we split the root node X by identifying the branch-node connectivity on the original graph. This algorithm guarantees that all the rooted spanning forests can be discovered.

![Figure 1. Rooted spanning forest enumeration process.](image)

Due to the operational constraints, the agent must choose configurations that would lead to safe operation of the grid. As a result, many of the actions $a' \in A$ cannot be selected under certain injection pattern. Therefore, we reduce the action space $A$ to include only those configurations that appeared in the historical data set. This allows the agent to avoid selecting unacceptable network configurations. However, this will limit the potential of discovering the optimal control policies.

C. Operational Experience Augmentation

One major drawback of the existing deep reinforcement learning algorithms is the poor sample efficiency. To improve the performance of our proposed deep Q-learning algorithm for dynamic DNR problem, we propose an innovative technique to generate reliable synthetic operational experience data from historical operational data set.

We propose a three-step algorithm to create a set of synthetic operational experiences $D_H' \equiv \{\tilde{e}_1, ..., \tilde{e}_R\}$ where $\tilde{e}_i = (\tilde{S}_t = [\tilde{p}_t, \tilde{q}_t, \tilde{a}_{t-1}, t], \tilde{A}_t = [\tilde{a}_t], \tilde{R}_{t+1} = r(\tilde{S}_t, \tilde{A}_t) + \lambda c(\tilde{S}_t, \tilde{A}_t), \tilde{S}_{t+1})$. The steps are 1) synthesizing the injection time series $\tilde{p}_t$ and $\tilde{q}_t$, 2) generating the network configuration
at each time step $\hat{a}_t^*$, and 3) estimating the corresponding reward values $r(\hat{S}_t, \hat{A}_t) + \lambda c(\hat{S}_t, \hat{A}_t)$ for the data created in steps 1 and 2. Step 1 takes the historical load time series and outputs a new one. For example, we can either directly use the historical injection data or train an load time series model using historical data [20]. In step 2, we generate a sample path $a_t^*$ from a stochastic process defined on the sample space $\mathcal{A}$. In step 3, we estimate $r(\hat{S}_t, \hat{A}_t)$ and $c(\hat{S}_t, \hat{A}_t)$ for each time step $t$. The algorithms for estimating the network losses and voltage magnitudes are described below.

Two sets of regression models are trained on the historical data to estimate total network loss and nodal voltage magnitudes, respectively. For both sets of regression models, the input variables are the injection patterns and the network configurations. After the training, the reward $r(\hat{S}_t, \hat{A}_t) + \lambda c(\hat{S}_t, \hat{A}_t)$ can then be calculated based on the out-of-sample prediction of the regression models applied to the synthesized data points $\hat{S}_t, \hat{A}_t$. It has been shown that inaccurate rewards in training data can hurt the learning process. Therefore, we must determine if the estimated rewards are reliable and discard the ones which have high uncertainty.

We choose the Gaussian process (GP) [21] as the regression model to learn both the estimated values and their uncertainties. In the GP setting, the target $y$ and the input vector $x$ are modeled by the relationship $y = f(x) + \epsilon$, where $\epsilon$ represents the observation noise and is typically a zero mean Gaussian $\epsilon \sim N(0, \sigma^2)$. $f$ is a GP $f(x) \sim GP(m(x), k(x, x'))$. If the mean function $m(x)$, the covariance function $k(x, x')$, and $\sigma^2$ are known, then the probability distribution of any data $p(y|x)$ can be evaluated and the uncertainty is represented by the variance of $p(y|x)$. Typically, the mean and covariance functions of $f$ are in some parametric families $m_{\theta_M}(x)$ and $k_{\theta_K}(x, x')$. For example, the constant mean function and the squared exponential covariance function are given by:

$$ m_{\theta_M}(x) = C, \quad k_{\theta_K}(x, x') = \sigma^2 \exp \left( -\frac{\|x - x\|^2}{2\ell^2} \right) $$

(8)

In this example, $\theta_M = \{C\}$ and $\theta_K = \{A, \ell\}$. The parameters $\theta_M$, $\theta_K$, and $\sigma^2$ can be estimated by marginalizing the Gaussian process $GP(m_{\theta_M}, k_{\theta_K})$ onto the training data points $x$. That is, $y \sim N(\mu_x, \Sigma_{xx} + \sigma^2 I)$ where $\mu_x = m_{\theta_M}(x)$ and $\Sigma_{xx} = k_{\theta_K}(x, x)$. Then we can perform maximum likelihood estimation of the parameters on this marginal distribution. Let the estimated parameters be $\hat{\theta}_M, \hat{\theta}_K$, and $\hat{\sigma}^2$. The posterior distribution of a testing instance $y^* = f(x^*) + \epsilon$ is again Gaussian, with the conditional mean and variance:

$$ \hat{\mu}(y^*|x^*, x, y) = \hat{\mu}_{x^*} + \Sigma_{x^*x}(\hat{\Sigma}_{xx} + \hat{\sigma}^2 I)^{-1}(y - \hat{\mu}_x) $$

(9)

$$ \hat{\sigma}^2(y^*|x^*, x, y) = \hat{\sigma}^2_{x^*} + \hat{\sigma}^2_{x} - \Sigma_{x^*x}(\hat{\Sigma}_{xx} + \hat{\sigma}^2 I)^{-1}\Sigma_{x^*x} $$

(10)

where $\hat{\mu}_x$ and $\hat{\Sigma}_{xx}$ are the posterior mean and covariance obtained from the trained GP, respectively. $\hat{\sigma}^2_{x^*}$ and $\hat{\sigma}^2_{x}$ are the posterior variance estimates at $x^*$ and $x$, respectively. $\hat{\Sigma}_{xx}$ is an estimate of the input variables covariance matrix. Then we can perform maximum likelihood estimation of the parameters on this marginal distribution. Let the estimated parameters be $\hat{\theta}_M, \hat{\theta}_K$, and $\hat{\sigma}^2$. The posterior distribution of a testing instance $y^* = f(x^*) + \epsilon$ is again Gaussian, with the conditional mean and variance:

$$ \hat{\mu}(y^*|x^*, x, y) = \hat{\mu}_{x^*} + \Sigma_{x^*x}(\hat{\Sigma}_{xx} + \hat{\sigma}^2 I)^{-1}(y - \hat{\mu}_x) $$

(9)

$$ \hat{\sigma}^2(y^*|x^*, x, y) = \hat{\sigma}^2_{x^*} + \hat{\sigma}^2_{x} - \Sigma_{x^*x}(\hat{\Sigma}_{xx} + \hat{\sigma}^2 I)^{-1}\Sigma_{x^*x} $$

(10)

where $\hat{\mu}_x$ and $\hat{\Sigma}_{xx}$ are the posterior mean and covariance obtained from the trained GP, respectively. $\hat{\sigma}^2_{x^*}$ and $\hat{\sigma}^2_{x}$ are the posterior variance estimates at $x^*$ and $x$, respectively. $\hat{\Sigma}_{xx}$ is an estimate of the input variables covariance matrix.

D. Algorithm Summary

The technical methods of RL based dynamic DNR is summarized in Algorithm 1. The algorithm learns a control policy based on historical operation data. To address the sample efficiency problem of RL algorithms, we create a synthetic operation data set and combine it with the historical operation data. The synthetic data set is generated by combining the injection patterns $\hat{p}_t$, $\hat{q}_t$, network configurations $\hat{a}_t$, and estimates of the corresponding network losses $\hat{p}_t$, voltages $\hat{v}_t$, using GP models. The synthetic samples with large estimation uncertainties are removed from the augmented data set. The parameters of GP models are trained using the maximum likelihood framework with the historical operation data. Both the historical and augmented data are converted to experiences $e_t$ and stored in the replay buffer $D$. We then use stochastic gradient descent to train the Q-learning agent. In each training iteration, the algorithm samples a random minibatch of experiences from $D$ and updates the value network parameters $\theta^Q$. The target network parameters $\theta^{Q^*}$ are updated every $C$ training iterations.

IV. NUMERICAL STUDY

A. Experimental Data Description

The 16-bus distribution test feeder presented in [23, Example 1] is used in this study. The line impedances, RCSs, reference voltage (1.0 p.u.), and complex power base (100MV A) of [23] are kept unchanged. Applying the rooted spanning forest enumeration procedure in Section III.B, a total of 190 radical configurations are found. We replace the original static load data in [23] with 26 weeks of aggregated hourly real-world smart meter data of residential and commercial customers taken from a 12 K distribution feeder.

The real-world smart meter data are reprocessed as follows. First, each nodal injection in the 16-bus feeder is set to be the aggregated consumption of a group of randomly selected customers. We assume a constant power factor for each node. Then, we scale this aggregated consumption by a common factor $\beta$ (i.e., $(p_t, q_t) \mapsto (\beta p_t, \beta q_t)$ for all $t$) in order to create a realistic feeder loading level. $\beta$ is chosen such that the resulting total line loss under $\beta p_t$ and $\beta q_t$ is roughly 1.5% of the total demand [24]. Next, we select 83 medium to low line loss configurations from a total of 190 feasible ones. A sample path of 26 weeks with hourly granularity is then generated from a Markov chain defined on those 83 configurations with $\beta = 0.05$.
Algorithm 1 RL based Dynamic DNR with Operation Experience Augmentation

**Input:** Historical injections \( \{p_t, q_t\}_{t=1}^H \), losses \( \{p_i^L\}_{i=1}^H \), voltages \( \{v_{ii}\}_{i=1}^H \), and configurations \( \{a_{ii}^T\}_{i=1}^H \).

**Output:** Policy \( \pi: S_t \rightarrow \arg\max Q(S_t, a, \theta^Q) \).

1. Train \( 1+|N^v| \) Gaussian process models using \( \{p_t, q_t, p_i^L, v_{ii}, a_i^T\}_{t=1}^H \).
2. Create synthetic injection data \( \{\tilde{p}_t, \tilde{q}_t\}_{t=1}^H \) and configurations \( \{\tilde{a}_i^T\}_{i=0}^H \).
3. Estimate \( \tilde{p}_t, \tilde{q}_t, i \in N^v \) using (9) and \( \hat{\sigma}^2(\tilde{p}_t), \hat{\sigma}^2(\tilde{q}_t), i \in N^v \) using (11).
4. Create the experience set \( D_H = \{e_1, \cdots, e_H\} \) using \( \{p_t, q_t, p_i^L, v_{ii}, a_i^T, a_i^T\}_{t=1}^H \).
5. Create the augmented experience set \( \tilde{D}_H = \{\tilde{e}_1, \cdots, \tilde{e}_H\} \) using \( \{\tilde{p}_t, \tilde{q}_t, \tilde{p}_i^L, \tilde{v}_{ii}, \tilde{a}_i^T, \tilde{a}_i^T\}_{t=1}^H \).
6. for \( t = 1, \cdots, H \) do
7. if any \( \hat{\sigma}^2(\tilde{p}_t), \hat{\sigma}^2(\tilde{q}_t), i \in N^v > \text{threshold} \) then
8. \( \tilde{D}_t \leftarrow \tilde{D}_t \setminus \{\tilde{e}_t\} \).
9. \( D \leftarrow D_H \cup \tilde{D}_H \).
10. for \( i = 1, \cdots, M \) do
11. Sample a random minibatch \( \{e_i\}_B \subset D \).
12. Perform a gradient descent step on \( L(\theta^Q) \) with respect to \( \theta^Q \), where
\[
L(\theta^Q) = \frac{1}{B} \sum_{e_i \in \{e_i\}_B} \left( r + \gamma \max_a Q(s', a'; \theta^{Q-}) - Q(s, a; \theta^Q) \right)^2
\]
13. if \( \text{mod}(i, C) = = 0 \) then
14. Update the target Q network \( \theta^Q \leftarrow \theta^Q \).

The upper and lower bounds \( \tilde{v}, v \) for the voltage violation term is chosen as 1.1 and 0.9 p.u., respectively. \( \lambda \) is chosen to be \( 0.13/\text{kWh} \times 100\text{MVA} = 13,000/\text{p.u.} \).

C. Performance of Operational Experience Augmentation

In this subsection, we validate the quality of the synthetic operational experience data generated by our proposed GP based model. In particular, the quality of estimated network losses under the augmented network configuration and injection patterns will be evaluated. Recall that we have 26 weeks of historical data, which are divided into training data (\( D_H \)) and testing data. The first 25 weeks of historical data are chosen as the training data and the data of the last week are chosen as the testing data.

We then create a 25-week synthetic operational data set \( \tilde{D}_H \) as follows. First, we generate a 25-week sample path of network configurations from a Markov chain defined on those configurations that appeared in the training data set, with transition probability \( p_{ii} = 0.8 \) and \( p_{ij} = p_{ik} \). Then we estimate the network losses for this new sequence of configurations under the injection patterns of the first 25 weeks of historical data set. For network loss estimation, we compare the GP model in Section III.C with the Monte Carlo (MC) dropout neural network [27], which is shown to be equivalent to a Bayesian approximation of a GP. When building the GP model, the mean function is chosen to be zero and the covariance function is chosen to be the same as in (8). Both the GP and the MC dropout model are trained with the first 25 weeks of historical operational data. We apply the trained model to the 1-week testing data set and the 25-week synthetic operation experience data set. Fig. 2 shows the performance of network losses prediction for the two models under 50 samples of both the testing data set and the synthetic data set. As shown in the figure, compared to the MC dropout model, the GP model is more accurate in predicting network losses.

![Figure 2. Performance of out-of-sample predictions for network losses.](image-url)
D. Performance of Deep Q-Learning Algorithms

In this subsection, we compare the performance of three deep Q-learning algorithms with two benchmarks. In the first benchmark, global optimal solution of the dynamic DNR problem is obtained by dynamic programming with perfect knowledge of the network parameters and future injection patterns. The second benchmark simply uses the historical network configurations in the data set. The first Q-learning algorithm is trained using only historical data. The second Q-learning algorithm is trained with both historical and synthetic experiences, where the network losses are estimated based on the GP model. The third deep Q-learning algorithm is trained with both historical and synthetic operational experiences, where the network losses are obtained by power flow studies assuming perfect knowledge of the network parameters.

We divide the 26-week historical data set into a 25-week training ($D_H$) data set and a 1-week testing data set. The 25-week synthetic operational experience data set $\tilde{D}_H$ is generated in the same way as in Section IV.C. During the training iterations, we periodically save the parameters of the neural network and test its performance on the testing data set. The performance of the three Q-learning algorithms and two benchmarks are shown in Fig.4. The left subfigure shows the minimum voltage magnitude over all metered nodes and all hours. The right subfigure shows the total operational cost. For the three deep Q-learning algorithms, the average, the 10th, and the 90th percentile of the results from 10 independent runs are depicted.

Compared to the network configurations in the testing week of the historical data, the deep Q-learning algorithm quickly learned how to reduce the operational cost in a dynamic DNR problem. When we augment the historical operational experiences with synthetic operational data, then the operational cost of the deep Q-learning algorithm further reduces and the minimum voltage magnitudes get even closer to the nominal voltage values. As the learning process proceeds, the performance of the deep Q-learning algorithms with augmented operational experiences approaches that of the global optimal solution. Note that the Q-learning agents achieved these results without knowing the actual network parameters or future power injection patterns. It can also be seen from the figure that the orange curve almost coincides with the green curve, suggesting that the network losses estimated by our proposed GP model are almost as good as that of the power flow solutions with perfect network parameter information.

We conclude the numerical study by showing that similar results can be obtained without extensive tuning of hyperparameters, which is crucial for practical applications. We demonstrate this by showing that the performance of the Q-learning algorithm is relatively consistent under different hyperparameter settings. The following combinations of hyperparameters are tested: batch size $B \in \{32, 64, 128, 256\}$, number of hidden layers $L \in \{1, 2\}$, number of hidden neurons $H \in \{300, 400, 500, 600\}$, and number of steps the target Q network’s parameters are updated $C \in \{30, 60, 90, 120\}$. We generate a Taguchi’s orthogonal array for these hyperparameter combinations and report the results in Table.I. Each calculated cost represents the average of 5 independent runs for Q-learning with operational data augmentation. Compared to the historical operational cost and the optimal cost, the operational cost of the Q-learning algorithm under different hyperparameter settings are quite consistent.

V. CONCLUSION AND DISCUSSION

This paper presents a reinforcement learning based algorithm to solve the dynamic distribution network reconfiguration problem without accurate network parameter information.
The proposed framework first formulates the dynamic DNR problem as a Markov decision process, then learns the approximated optimal action-value function with a neural network. The optimal network configuration is selected to be the action that yields the highest action-value. A novel synthetic operational data generation technique based on the Gaussian process is developed to improve the performance of Q-learning algorithms. Simulation results show that the proposed Q-learning algorithm successfully reduces the operational cost of the network under various hyperparameter settings.

The primary limitation of the proposed framework is scalability. When the number of loops in the all-switch-closed network is large, enumerating all radial configurations can be impractical. For example, the 33-bus system [28] has 50,751 radial configurations. Learning to reconfigure this network can be slow and requires a large amount of historical data. We plan to improve the scalability of our algorithm in future studies.
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