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Abstract
Volt-VAR control (VVC) is a critical tool to manage voltage profiles and reactive power flow in power distribution networks by setting voltage regulating and reactive power compensation device status. To facilitate the adoption of VVC, many physical model-based and data-driven algorithms have been proposed. However, most of the physical model-based methods rely on distribution network parameters, whereas the data-driven algorithms lack safety guarantees. In this paper, we propose a data-driven safe reinforcement learning (RL) algorithm for the VVC problem. We introduce three innovations to improve the learning efficiency and the safety. First, we train the RL agent using a learned environment model to improve the sample efficiency. Second, a safety layer is added to the policy neural network to enhance operational constraint satisfactions for both initial exploration phase and convergence phase. Finally, to improve the algorithm’s performance when learning from limited data, we propose a novel mutual information regularization neural network for the safety layer. Simulation results on IEEE distribution test feeders show that the proposed algorithm improves constraint satisfactions compared to existing data-driven RL methods. With a modest amount of historical data, it is able to approximately maintain constraint satisfactions during the entire course of training. Asymptotically, it also yields similar level of performance of an ideal physical model-based benchmark. One possible limitation is that the proposed framework assumes a time-invariant distribution network topology and zero load transfer from other circuits. This is also an opportunity for future research.
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Nomenclature

Functions

\[ \hat{f}_\sigma(u_\psi) \] Approximated safety layer
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\( h(x) \)  Penalty function in the safety layer
\( \phi(s) \)  Voltage deviation estimation neural network
\( \pi_\psi(s) \)  Parameterized policy function
\( f(u_\psi) \)  Safety layer
\( J(\phi) \)  Loss function of the safety layer
\( J(\psi) \)  Objective function of policy network
\( J(T) \)  Objective function for mutual information estimation
\( J_\beta(\phi) \)  Regularized loss function of the safety layer
\( P(s'|s,a) \)  State transition probability
\( q^\pi(s,a) \)  Action value function
\( q^\phi(s,a) \)  Estimated action value function
\( r(s,a) \)  Reward function
\( v^n(s) \)  State value function

**Parameters**

\( \beta \)  Regularization constant of the safety layer
\( \Delta V \)  Maximum allowable voltage deviation
\( \sigma \)  Penalty coefficient in the safety layer
\( \sigma_\xi \)  Exploration noise standard deviation
\( C^l, C^o, C^w \)  Cost coefficient of line loss, device switching, and voltage deviation
\( K \)  Total number of VVC devices
\( M^{\text{cap}} \)  Capacitor size
\( M^{\text{reg}}, M^{\text{oltc}} \)  Regulator and OLTC step size
\( r^l, x^l \)  Line resistance and reactance of branch \( \ell \)

**Sets**

\( A \)  Action space
\( D \)  Replay buffer
\( E \)  Set of edges of distribution networks
\( S \)  State space
\( T \)  Optimization horizon

**Variables**

\( p_t \)  Real power injections of all nodes at time \( t \)
\( q_t \)  Reactive power injections of all nodes at time \( t \)
\( x_t^c \)  All device status at time \( t \) before rounding operation
\( x_t \)  All devices status at time \( t \)
\( \xi \)  Exploration noise
\( a \)  Action
\( A_t \)  Action at time \( t \)
\( I_t^{ij} \)  Squared current magnitude from node \( i \) to node \( j \) at time \( t \)
\( p_t^i \)  Real power injection of node \( i \) at time \( t \)
\( p_t \)  Total active power loss at time \( t \)
\( p_t^{ij} \)  Real power flow from node \( i \) to node \( j \) at time \( t \)
\( q_t^i \)  Reactive power injection of node \( i \) at time \( t \)
\( q_t^{i,\text{cap}} \)  Capacitor reactive power of node \( i \) at time \( t \)
\( q_t^{i,j} \)  Reactive power flow from node \( i \) to node \( j \) at time \( t \)
\( R_t \)  Reward at time \( t \)
1. Introduction

Volt-VAR control (VVC) is one of the key technologies for voltage and reactive power management in smart grids. It determines the set points of voltage regulating devices such as voltage regulators and on-load tap changers (OLTCs), as well as reactive power compensation devices such as capacitor banks to control voltage profiles and reactive power levels. VVC is an indispensable tool for power distribution system management and is implemented in many distribution systems worldwide. Most electric utility companies adopt the legacy VVC approach, where the substation capacitors and field capacitors are controlled by a set of simple rules (for example, switch the capacitor on if the voltage is below a threshold and switch the capacitor off if the voltage is above another different threshold); the voltage regulator and OLTCs are controlled such that an estimated voltage level at the load center is maintained within a specific band. These control approaches have served the industry for many years and were effective in the past. However, the high penetration of distributed energy resources (DERs) and electric vehicles (EVs) brings about additional challenges such as rapid voltage fluctuations and reversed power flow [1]. These challenges make the aforementioned legacy control approaches insufficient.

More advanced control schemes and VVC algorithms have been studied in the literature. The concept of physical model-based VVC provides a number of benefits over the legacy ones. It computes the control actions by power flow based algorithms using the field measurements collected by the distribution management system (DMS) metering and communication facilities. This scheme allows closed loop, coordinated control based on the system-wide operating conditions. Recently, the physical model-based VVC algorithms have been further enhanced by leveraging mathematical programming and heuristic optimization techniques. A sensitivity analysis-based algorithm is proposed to improve the standard discrete coordinate-descent (DCD) VVC implementation [2]. The VVC has also been formulated as a deterministic optimization problem and solved using mixed-integer linear programming (MILP) [3], mixed-integer quadratically constrained programming (MIQCP) [4], and bi-level mixed-integer programming [5] algorithms. The deterministic formulation of VVC has been extended to robust optimization or stochastic programming formulations to handle uncertainties in loads/distributed generations (DGs) [6] [7] [8] [9]. Meta-heuristic algorithms such as genetic algorithm [10], particle swarm optimization (PSO) [11], and parallelized PSO with high performance computing [12] have been proposed.
The coordinated control of slow timescale VVC devices and fast timescale inverters have been studied in two-timescale VVC frameworks. Stochastic programming with scenario reduction techniques have been proposed [13] [14] for two-timescale control. Local controls for grid edge VVC devices are also considered [15]. In addition to the two-timescale optimization, a third stage real-time droop controller is designed to mitigate the local voltage violation [16]. A modified alternating direction method of multipliers (ADMM) algorithm is leveraged to develop a bus-level distributed two-timescale smart inverter control strategy [17].

Physical model-based distributed algorithms for VVC have also been proposed to overcome the communication bottleneck. Simulated annealing-based methods [18] and distributed decision making algorithm [19] has been developed. The ADMM algorithm is leveraged for distributed discrete control by using continuous relaxation of discrete control variables [20]. The control variables can then be discretized by the adaptive threshold discretization technique [21].

Despite the theoretical advantages offered by physical model-based VVC algorithms, they have a number of practical limitations. First, physical model-based methods require that the distribution network/load models are available and accurate. However, the network data in the utility companies’ geographic information system (GIS) are usually neither complete nor accurate [22]. It is a challenging task to build an accurate and reliable physical model of distribution network to apply the physical model-based VVC algorithms. Second, the computation time of many physical model-based algorithms remains a bottleneck due to the difficult underlying mixed-integer programs. This problem becomes more pronounced for large-scale distribution networks.

To this end, data-driven algorithms, which leverage advanced signal processing or artificial intelligence techniques, have been proposed. These methods work by learning VVC control strategies from online or historical operational data. Reference [23] combined a support vector regression (SVR) modeling the power flow equation with a model predictive control (MPC) framework. A k-nearest neighbor (kNN) power loss and voltage change estimator is combined with a heuristic approach to determine the device status [24]. When considering device switching cost, the VVC problem becomes a sequential decision making task with uncertainties. Many reinforcement learning (RL)-based VVC frameworks have been proposed in which the uncertainty is accounted by estimating the expectation of the objective. A consensus-based distributed tabular Q-learning algorithm is developed to solve the VVC problem [25]. The consensus protocol has been combined with maximum entropy RL to balance the exploration-exploitation [26]. Reference [27] developed a multi-agent deep Q-network (DQN) framework by decoupling the large combinatorial action space. To improve the RL performance when learning from limited data, a batch RL algorithm with data augmentation is proposed in [28]. Reference [29] achieved physical-model-free VVC by training a surrogate model for the distribution network and an RL algorithm utilizing the trained surrogate model. To improve the safety of the RL algorithms, [30] extend the traditional Markov decision
process (MDP) formulation of VVC as a constrained MDP. A safe off-policy RL algorithm is developed to improve the operational constraint satisfaction.

In contrast to physical model-based VVC methods, data-driven methods could achieve coordinated control without requiring accurate and complete system parameter information. Nonetheless, they still face practical implementation challenges related to safety and sample efficiency. Most of the data-driven methods do not have an explicit mechanism to ensure the safety of the action (e.g., whether a particular combination of tap positions will result in voltage dropping below the recommended range).

Some literature have considered the safety aspect of RL in VVC problems and other power system applications. A backup controller is proposed for demand response and service restoration. The control Lyapunov functions is developed to pre-determine safe actions in damping power system oscillations. Barrier functions are added to the reward for safe load shedding. To improve the safety of resource dispatch, policy neural network is trained using the gradient of the Lagrangian relaxation function for real-time optimal power flow. However, these methods either require an accurate system model or have weak constraint satisfaction performance during early stage of learning. Other than the safety issue, many data-driven methods needs to learn from a large amount of training data. Thus, it is difficult to apply data-driven methods when the amount of training data is small or covers a small region of the operating scenarios. In this case, the model could overfit the training data.

In this paper, we propose a model-based reinforcement learning (RL) algorithm with state-wise safety constraint for the Volt-VAR control problem. The main differences between our proposed RL method and the existing RL-based VVC studies are two-fold. First, we leverage model-based RL training. This method is more sample-efficient than the existing model-free RL training methods because model-based RL learns an environment model, then derives a policy from the model, whereas model-free RL directly learns policies from data. Note that by model-based we mean a supervised learning model (e.g. a neural network) that represents the VVC operating environment rather than the otherwise unavailable distribution system physical model itself. Second, we strategically incorporate a quadratic programming (QP)-based neural network layer in the RL model to execute actions that are safe for each state. This safety layer significantly improves the operating constraint satisfaction performance over the existing standard RL models. To improve the quality of the constraint function estimate, we propose an information-theoretic regularizer to overcome the overfitting issue for the constraint layer. This regularizer allows the constraint layer to learn accurate representation of the constraint function, while minimizing the overfitting caused by the correlated samples in the training dataset. The QP-based safety layer properly addresses the early safety issues of the existing asymptotically safe RL approach. Simulation results on three IEEE test feeders show that the proposed algorithm yields similar asymptotic performance compared to other RL and physical model-based benchmarks. What’s unique for the algorithm is it can maintain the voltage magnitude within the
acceptable range during the entire learning process.

The contributions of this paper are as follows:

• This paper proposes a model-augmented RL algorithm for the VVC problem to boost the sample efficiency.

• We propose a quadratic programming-based policy neural network architecture to enhance the safety.

• A mutual information regularizer is proposed to improve the quality of the constraint layer accuracy when learning from limited or correlated training samples.

The remainder of the paper is organized as follows: Section II presents the VVC problem formulation. Section III provides the technical methods. Section IV discusses the setup and results of experimental studies. Section V provides the conclusion.

2. Problem Formulation

In order to present the proposed model augmented reinforcement learning VVC framework, we first present the mathematical formulation of the VVC problem, then formulate the problem as a Markov decision process (MDP).

2.1. Mathematical Formulation of VVC

We consider a radial distribution network with nodes numbered from 1 to \( N \). The 1-st node corresponds to the substation. The set of branches is denoted as \( \mathcal{E} \). The nodal voltage magnitude, real and reactive power injection at time \( t \) is denoted as \( V_i^t, p_i^t, \) and \( q_i^t \); the branch real and reactive power flow of line \( ij \) is denoted as \( p_{ij}^t \) and \( q_{ij}^t \). The Volt-VAR control is done by controlling three types of devices listed as follows. First, a voltage regulator is placed at the substation node. The voltage regulator sets the discrete tap positions and produces a variable sets of reference voltages \( V_{\text{reg}}^t = 1 + x_{\text{reg}}^t \cdot M_{\text{reg}} \). \( x_{\text{reg}}^t \) is the tap position; \( M_{\text{reg}} \) is the fixed step size. Second, one or more on-load tap changers (OLTCs) are connecting certain feeder portions, which are modeled as a transformer with a variable turns ratio. The branch power flow for lines with OLTC is given by \( \mathbb{S} \):

\[
(V_i^t/u_t)^2 = (V_i^t)^2 - 2(r_t^t p_i^t + x_t^t q_i^t) + [(r_t^t)^2 + (x_t^t)^2] l_{ij}^t,
\]

(1)

where \( l_{ij}^t \) is the current magnitude squared; \( u_t = 1 + x_t^{\text{tsf}} \cdot M^{\text{tsf}} \) is the turns ratio. Third, one or more capacitor banks are placed at certain nodes. The capacitor’s reactive power is given by \( q_i^{\text{cap}} = x_i^{\text{cap}} \cdot M^{\text{cap}} \cdot (V_i^t)^2 \). The symbol \( x_i^{\text{cap}} \in \{0, 1\} \) denotes the on-off status. Putting it all together, the power flow
model with VVC controls is given by (1)-(5).

\[ p_i^t = \sum_{j:j\rightarrow i} p_{ij}^t - \sum_{j:j\rightarrow i} (p_{ij}^t - x^f_t r_{ij}^t) \quad \forall i = 2, \ldots, N \]  

(2)

\[ q_i^t + q_{i,cap}^t = \sum_{j:j\rightarrow i} q_{ij}^t - \sum_{j:j\rightarrow i} (q_{ij}^t - x^f_t r_{ij}^t) \quad \forall i = 2, \ldots, N \]  

(3)

\[ l_{ij}^t = \left[ (p_{ij}^t)^2 + (q_{ij}^t)^2 \right]/(V_i^t)^2 \quad \forall ij \in E \]  

(4)

\[ V_i^1 = 1p.u. + x_{i,\text{reg}} \cdot M_{\text{reg}} \]  

(5)

The total active power loss is calculated as \( p_l^t = \sum_{i=1}^N p_i^t \). The VVC problem can be formulated mathematically as:

\[
\min_{\mathbf{x}_t, t \in T} \sum_{t \in T} C_l p_l^t + C_s |\mathbf{x}_{t-1} - \mathbf{x}_t| \\
\text{s.t.} \quad \mathbf{V} \leq V_i^t \leq \bar{V} \quad \forall t \in T, i = 2, \ldots, N
\]  

(6)

where \( T \) is the optimization time horizon; \( \mathbf{x}_t \) is the vector of all device status at time \( t \); \( C_l \) and \( C_s \) are cost coefficients of network loss and device switching. To approach this problem using RL, we need to formulate it as a Markov decision process (MDP) below.

2.2. Review of MDP

An MDP \((S, A, P, r, \gamma)\) consists of a state space \( S \), an action space \( A \), a state transition probability \( P(s'|s, a) : S \times A \rightarrow \mathbb{R} \), and a discount factor \( \gamma \in (0, 1) \). An “agent” can interact with the MDP by taking actions \( A_t \) at each time step, the environment then provides the reward \( R_{t+1} = r(S_t, A_t) \) to the agent and transitions to some other states \( S_{t+1} \). The goal of the agent is to find a policy \( \pi(a|s) \), which maps states to probability distribution of actions, such that the expected discounted return \( v^\pi(s) = E_\pi \left[ \sum_{t=0}^T \gamma^t R_{t+1}|S_0 = s \right] \) is maximized. The notation \( E_\pi[|S_0 = s] \) means starting from state \( s \) and following the policy \( \pi \) thereafter; the discount factor \( \gamma \) controls the contribution of far future reward to the optimizing objective; \( T \) is the operating horizon which may be infinite. \( v^\pi(s) \) is called state value function. A related function commonly used in reinforcement learning is the action value function defined as \( q^\pi(s, a) = E_\pi \left[ \sum_{t=0}^T \gamma^t R_{t+1}|S_0 = s, A_0 = a \right] \).

2.3. MDP Formulation of VVC

The MDP formulation of the VVC is as follows.

**Action:** the action is continuous and multi-dimensional. Each action dimension corresponds to one VVC device. We denote the action as \( A_t = \mathbf{x}_t^{c} = [x_{c,1}, x_{c,2}, \ldots, x_{c,K}] \). \( K \) is the total number of VVC devices. Since the device tap positions are discrete, when applied to device control, each dimension of the actions will be rounded to their nearest tap position.
State: the state is given by $S_t = [p_t, q_t, x^c_{t-1}, t]$. The bold vectors group variables from all nodes and devices. For example, $p_t$ is the real power injection of all nodes. We also include the previous action as part of the state.

Reward: the reward function is given by

$$R_{t+1} = -C^d p_t^l - \sum_k C^s |x^c_{t-1} - x^c_{t,k}| - C^v C_{t+1},$$

(7)

where the $[\cdot]$ notation denotes rounding to the nearest tap position. For example, if the $k$-th device is an OLTC, then $x^c_{t,k} = x^k_t$. In this study, the number of tap position change is considered as part of the objective function rather than a hard constraint. In distribution system VVC, one of the primary objectives is to ensure acceptable voltage for all customers under various operating conditions [22]. Therefore, the term $C_{t+1}$ which discourages voltage deviation from the flat voltage profile ($1.0$ per unit) is added:

$$C_{t+1} = \sum_{i=1,...,N} |V^i - 1.0|$$

(8)

The constant $C^d, C^s, C^v$ are cost coefficients of each of the reward components. Their detailed value will be given in Section IV.A.

In the next section, we present the technical details of the proposed model-based RL algorithm.

3. Technical Methods

For the technical methods, we start with an overview of the proposed framework. Then we describe the individual components. We first review basics of model-based reinforcement learning and the model-augmented actor-critic algorithm. We then introduce a constrained policy network to improve the safety, along with a mutual information regularization technique to improve the constrained actor network’s accuracy. Finally, we provide the implementation details.

3.1. Overview

This subsection provides an overview of the proposed RL based VVC framework. This consists of the environment model, the actor-critic architecture, the constrained neural network layer, and the mutual information regularizer as shown in Fig. 1. The Supervisory Control and Data Acquisition (SCADA) data including real power and VVC device tap, as well as advanced metering infrastructure data including real power and voltage magnitude, are first collected by the DMS and converted to the appropriate format for algorithm training. Both historical and online data will be leveraged for this framework. In the model-based RL block, these operational data will be used to train the model $p_\theta(s' | s, a), r_\theta(s, a)$, whose output will be used to train the critic network $q_\phi(s, a)$ and the actor (policy) network $\pi_\psi(u | s)$. We need to train an environment model
from operational data because in practice the system model is often unknown. This environment model is critical to improving the training efficiency for the RL algorithm. The output of the policy network \( u \) is a primitive action. The key to our proposed safe RL is a quadratic programming (QP) layer \( f(u) \) which corrects the primitive action \( u \) such that the operational constraints are satisfied. The final corrected action is denoted by \( a = f(u) \). In other words, the action \( a \) is the output of the RL-based VVC controller. We denote the composition of the policy network \( \pi(u|s) \) and the QP \( f(u) \) as \( \pi_f(u|s) = f(\pi(u|s)) \). As part of the inputs to the QP layer, the voltage constraint function estimator network \( \phi(s) \) and its corresponding regularizer network \( T(\phi(s), a) \) will be trained using the operational data. The regularizer network improves the constraint network’s performance when the training data is limited. In the next subsections, we will describe each component of this framework.

3.2. Overview of Model-Based Reinforcement Learning

Model-based RL trains a parametric model for the environment from which the value/policy functions are learned. Model-based RL is sample efficient for the VVC problem because it separates an RL problem into a model learning problem (a supervised learning task) and a policy learning problem. Additionally, model-based RL allows the environment prior information to be incorporated in the model learning phase. Section III.F will explain how the prior information about the VVC problem facilitates the model design. Nevertheless, model-based RL’s performance is held back by the model accuracy. As such, we need to make the asymptotic performance the most important design criterion when developing and tailoring model-free RL methods for VVC problem.
In this paper, we denote the parametric model of the VVC environment as \( p_\theta(s'|s,a) \) and \( r_\theta(s,a) \). \( \theta = [\theta_p, \theta_r] \) groups two sets of parameters, one for the transition probability \( p \) and one for the reward \( r \). The exact form of the parameterization will be presented in Section III.F. To develop tractable policy learning algorithms, we also parameterize the value function and policy as \( q_\psi(s,a) \) and \( \pi_\psi^\theta(a|s) \) by artificial neural networks. Two important equations, namely the \( n \)-step Bellman equations for the value functions are as follows:

\[
v^\pi(s) = E_\pi \left[ \sum_{t=0}^{n-1} \gamma^t R_{t+1} + \gamma^n v^\pi(S_n) | S_0 = s \right] \quad (9)
\]

\[
q^\pi(s,a) = E_\pi \left[ \sum_{t=0}^{n-1} \gamma^t R_{t+1} + \gamma^n q^\pi(S_n, A_n) | S_0 = s, A_0 = a \right] \quad (10)
\]

for \( n = 1, 2, ... \). Note that when \( n = 1 \), (9)-(10) become the conventional one-step Bellman equations. They will be referred to by later sections.

3.3. Model-Augmented Actor-Critic

Model-augmented actor-critic (MAAC) \(^{[37]}\) is a model-based RL algorithm that learns the policy rapidly by training the value and policy networks using the gradient information of the environment model. Specifically, we start from a state \( S_0 \) experienced in the environment, then take an action according to the policy \( A_0^\psi \sim \pi_\psi^\theta(a|S_0) \) (we use superscript \( \psi \) for the action \( A_0^\psi \) to emphasize its dependency on \( \psi \)). Then we utilize the environment model parameterized by \( \theta \) to generate a reward and a next state, denoted as \( R_0^\theta,\psi = r_\theta(S_0, A_0^\psi) \) and \( S_0^\theta,\psi \sim p_\theta(s'|S_0, A_0^\psi) \). The above process is repeated starting from \( S_0^\theta,\psi \) and so forth. Thus we obtain the following parametric trajectory \( \tau \):

\[
\tau = S_0, A_0^\psi, R_1^\theta,\psi, S_1^\theta,\psi, \cdots, A_{H-1}^\theta,\psi, R_H^\theta,\psi, S_H^\theta,\psi, A_H^\theta,\psi,
\]

where \( H \) is the length of the trajectory which is a tunable hyperparameter. The value of \( H \) will be given in Section IV. Based on the \( n \)-step Bellman equation (10), the objective of the policy neural network is formulated as:

\[
\max_{\psi} J(\psi, \tau) = \max_{\psi} \sum_{t=0}^{H-1} \gamma^t R_{t+1}^{\theta,\psi} + \gamma^H q_\psi(S_H^{\theta,\psi}, A_H^{\theta,\psi}) \quad (12)
\]

\( \hat{J}(\psi, \tau) \) is an estimation of the right hand side of (10). To reduce the variance of the gradient we collect multiple parametric trajectories and average them \( J(\psi) = \mathbb{E}_\tau \hat{J}(\psi, \tau) \) before taking the maximum (the symbol \( \mathbb{E} \) denotes the average). The derivative of \( J(\psi) \), called pathwise derivative, will be used to update the actor (policy) network’s parameter:

\[
\psi \leftarrow \psi + \delta \nabla_\psi J(\psi), \quad (13)
\]
where \( \delta \) is the step size parameter. \((13)\) is the *policy improvement* step. Similarly, the critic network’s weights will also be learned based on the \( n \)-step Bellman equation:

\[
\varphi \leftarrow \varphi - \delta \nabla \varphi \widehat{E}_\tau (q_\varphi (S_0(\tau), A_0(\tau)) - \widehat{J}(\psi, \tau))^2,
\]

where \( S_0(\tau) \) and \( A_0(\tau) \) is the first state and action of the trajectory \( \tau \). \((14)\) is the *policy evaluation* step. Thanks to the pathwise derivative, MAAC can provide the actor neural network with strong learning signal hence significantly improve the learning efficiency. The only requirement is that parameterizations of both environment model and the actor-critic model are differentiable, and the derivatives are informative (i.e. non-zero). Thus, it is more convenient to work with continuous action space rather than discrete ones since sampling actions from a discrete distribution is a non-differentiable operation. When generating the training data for the neural network, the action is still continuous. It is when actuating the VVC device that the rounding operation takes place. Note that we can plug in a physical model for the reward and environment transition function to evaluate the gradient of \((12)\). However, since the model is often unavailable to the electric utility companies, we instead train a parametric model. Nevertheless, we shall see in Section III.F that we can still optimize the design of the reward and environment transition model by utilizing the system information as much as possible.

When interacting with the environment, some exploration is needed to gather sufficient training data. To add stochasticity to the actor in the MAAC framework, one can use the maximum entropy regularization to the reward function to learn a stochastic policy \cite{37}. Alternatively, we can learn a deterministic policy and add random noise \( \xi \sim \mathcal{N}(0, \sigma_\xi) \) after the policy neural network to make the action exploratory:

\[
u_\psi = \pi_\psi(s) + \xi.
\]

When combined with other algorithm components, the exploration scheme \((15)\) is easier to implement and tune compared with the maximum entropy approach. Therefore we adopt the exploration scheme in this paper.

However, explorations can lead to unsafe actions particularly during early stage of learning. In the next subsection, we introduce a neural network mechanism to improve the safety of action exploration in \((15)\).

### 3.4. Safe Exploration by Embedding Quadratic Programming Layers

In this subsection, we introduce a quadratic programming (QP) based neural network layer for the actor network to improve the safety of the exploration process. The QP layer is the key mechanism we use to achieve safe exploration and safe RL. It is added on top of the standard feedforward architecture of the policy neural network. Embedding optimization routines in neural networks have been described in some safe reinforcement learning literature \cite{38, 39}. For
VVC problems, the safety refers to keeping all voltage magnitudes within the allowable range. That is:

\[
|V_i^t(s,a) - 1| < \Delta V \forall i \Leftrightarrow \max_i |V_i^t(s,a) - 1| < \Delta V
\]  

(16)

We use \( \Delta V = 0.05 \) p.u. in this study. Other practical constraints such as power flow limit can be enforced in a similar way. In this paper, we propose the following method to enforce the voltage constraint. Let \( u_\psi(s) + \xi \) be the output of the actor network, then \( u_\psi \) is further corrected by the final constraint layer:

\[
a_\psi = f(u_\psi)
\]

(17)

where \( f \) is given by the solution of the optimization problem:

\[
f(u_\psi) = \arg\min_a ||a - u_\psi||^2
\]

s.t. \( \max_i |V^t(s,a) - 1| < \Delta V \)

\[-1 \leq a \leq 1
\]

(18)

The final layer \( f(u_\psi) \) finds a perturbed action \( a \) that differs the least from the original network output \( u_\psi \) in terms of the 2-norm, such that the nodal voltages under \( a_\psi \) are within the operation limit. From the VVC perspective, \( a_\psi \) is the output of the VVC controller. If the function \( \max_i |V^t(s,a) - 1| \) has been estimated before RL agent training, then the safety constraint can be significantly improved. While conceptually simple, this layer is difficult to implement for two reasons. First, since accurate and reliable distribution network parameters are difficult to obtain, constructing the voltage constraint function is intractable. Second, the problem has a quadratic cost function with multiple inequality constraints. There is no straightforward analytical solution, even with linearizations.

To resolve these difficulties, we propose to estimate the voltage constraint function using operational data, and employ iterative numerical algorithms to approximately solve \[18\]. We create another neural network \( \phi(s) \), which takes states as input and output \( K + 1 \) values \( \phi_0(s), \phi_1(s), \ldots, \phi_K(s) \), where \( K \) is the dimensionality of the action vector. Then we approximate the constraint function as:

\[
\max_i |V^t(s,a) - 1| \approx \phi_0(s) + \sum_{k=1}^{K} \phi_k(s)a_k
\]

(19)

That is, the constraint function is bilinear in \( a = [a_1, a_2, \ldots, a_K]^T \) and the nonlinear features \( \phi(s) \) learned from the states \( s \). In particular, \( \phi_0(s) \) is the bias term for the regression model \[19\]. We choose \[19\] to approximate \( \max_i |V^t(s,a) - 1| \). This is because the function is linear in action and hence easier to formulate in optimization model. We can also write the LHS as \( \phi(s)^T[1;a] \). To obtain
these nonlinear features, the neural network $\phi(s)$ will be trained by supervised learning. The training data include power injections and VVC device tap positions, which forms $s$ and $a$; as well as voltage magnitudes, which are used to calculate the regression target $\max_i |V^i - 1|$. All data are taken from SCADA and AMI. The training method will be introduced later. Then we replace the constraint function in (18) with $\phi(s)^T [1; a] < \Delta V$ to obtain a standard quadratic programming (QP) problem.

Now to employ the iterative algorithm to solve the QP, the number of iterations should be kept small to save the computation during both forward pass and backpropagation. The popular interior point methods are also difficult to adopt in this context because finding a feasible initial solution creates additional computation burden. To this end, we apply the Newton’s method to the penalty-approximated problem:

$$
\hat{f}_\sigma(u_\psi) = \arg\min_a ||a - u_\psi||^2 + \sigma h(\phi(s)^T [1; a] - \Delta V)$$

$$+ \sigma h(a - 1) + \sigma h(-a - 1)$$

(20)

The penalty function $h$ should satisfy that $h(x) > 0$ when $x > 0$ and that $h(x) = 0$ when $x \leq 0$. It also needs to be continuously differentiable. In this paper we choose the squared maximum $h(x) = \max(0, x)^2$. To solve (20), we start from the initial guess $a^{(1)}_\psi = u_\psi$, then fix a relatively small $\sigma$ and perform certain number of Newton steps of the form:

$$
a^{(\nu + 1)}_\psi = a^{(\nu)}_\psi - [\nabla^2 \hat{f}_{\sigma_\nu}(a^{(\nu)}_\psi)]^{-1} \nabla \hat{f}_{\sigma_\nu}(a^{(\nu)}_\psi)$$

(21)

where $\nu$ is the iteration count. After that we increase $\sigma$ and continue the Newton process. The final iterate will be the output (the corrected action). Note that $a^{(\nu + 1)}_\psi$ is differentiable with respect to $a^{(\nu)}_\psi$, thus the backpropagation applies. Fig. 2 illustrates this architecture. The sequence of values $\sigma_1, \sigma_2, ..., \sigma_k$ are hyperparameters and will be given in the experiment section.

![Fig. 2. Policy neural network architecture.](image)

The penalty-based QP layer improves the safety of the actions produced by the actor network. However, a critical bottleneck of the constraint satisfaction
performance is the accuracy of the constraint function estimate \( \hat{E} \). Standard training process for \( \phi(s) \) would consists of the following cost function and the stochastic gradient descent:

\[
J(\phi) = \hat{E}_{(s,a,V^i) \sim \mathcal{B}}(\phi(s)^T[1:a] - \max_i |V^i - 1|)^2
\]

\[
\phi \leftarrow \phi - \delta \nabla_{\phi} J(\phi)
\]

where \( \mathcal{B} \) are mini-batch. We expect this estimate to be reasonably accurate if the training data are sufficient. Nonetheless, they can be limited in practice. The problem becomes even worse when the tap positions data lacks diversity or strongly correlates with the power injection patterns. In either case the neural network \( \phi(s) \) can easily overfit.

### 3.5. Improving Constraint Layer Accuracy: The Minimum Mutual Information Regularization

To reduce overfitting, instead of using the standard mean-squared error loss function \( 22 \), we propose to regularize the neural network with the mutual information between the nonlinear feature and action. In order words, we train the \( \phi(s) \) network by the following regularized loss function:

\[
J_\beta(\phi) = J(\phi) + \beta I(\phi(s), a)
\]

where the \( J(\phi) \) term is defined in \( 22 \); the mutual information between two random vectors \( X \) and \( Y \) is defined as \( I(X,Y) = \int_x \int_y p_{XY} \log \frac{p_{XY}}{p_X p_Y} dx dy \). Mutual information can be interpreted as the reduction of uncertainty of one random variable upon knowing another \( 40 \). That is, it measures how much the two random vectors \( X, Y \) are dependent. The interpretation of the loss function \( 24 \) is as follows: we would like the nonlinear representation \( \phi(s) \) and \( a \) to form an accurate prediction of the voltage magnitude constraint function (the first term); while the learned nonlinear representation \( \phi(s) \) should not contain any irrelevant correlation with the tap position variables \( a \) (the second term). We suspect such correlation is one of the main reasons overfitting happens if trained by the first term only, which degrades the quality of the constraint satisfaction performance.

Mutual information regularization has been used as a reward regularization method in RL. Reference \( 41 \) studied the effect of adding mutual information between state and action to the reward function and its connection to the soft Bellman equation. However, mutual information is used in a different context in the present study. Here, we use it to regularize the training of the safety layer to reduce overfitting.

Since the computation of mutual information is intractable, to form a computable loss function we adopt the mutual information neural estimation (MINE) method detailed in \( 42 \). We briefly introduce the MINE method here. The mutual information is first expressed as a dual representation:

\[
I(\phi(s), a) \geq \sup_T \mathbb{E}_{p(\phi(s),a)}[T] - \mathbb{E}_{p(\phi(s)) p(a)}[e^{T-1}]
\]

\( 25 \)
where $T(\phi(s), a) \in \mathbb{R}$ is any admissible function. The first expectation is with respect to the joint distribution; the second one is with respect to the marginal distribution. Next, an estimator for $I(\phi(s), a)$ is constructed as follows. Let $T$ be parameterized by a neural network, which is trained with the stochastic gradient ascent:

$$
J(T) = \sum_{(s, a) \in B} [T(\phi(s), a)] - \sum_{(s, G(a)) \in B} [e^{T(\phi(s), a) - 1}]
$$

$$
T \leftarrow T + \delta \nabla_T J(T)
$$

where $B$ is the mini-batch. In the first term of (26), the state $s$ along with $a$ are jointly sampled from the training dataset, and then $s$ is passed through the network $\phi$; in the second term, $a$ are randomly shuffled (denoted by the operator $G$) within the mini-batch to obtain samples from the marginal distribution. Upon convergence, the objective function $J(T)$ will serve as an estimate for the mutual information.

To combine the learning of the regularizer (26) with the objective function (24), we could iterate between the following two steps: first, the $T$ network is trained until converge; second, minimize (24) with the $T$ network parameters fixed and use $J(T)$ as an estimate for $I(\phi(s), a)$. Alternatively, we could combine the two steps to train the two neural networks $\phi$ and $T$ simultaneously as:

$$
J_\beta(\phi, T) = J(\phi) - \beta J(T)
$$

$$
\phi \leftarrow \phi - \delta \nabla_\phi J_\beta(\phi, T(\phi))
$$

$$
T \leftarrow T - \delta \nabla_T J_\beta(\phi, T)
$$

We use the latter approach in this paper since it requires much less iterations and works equally well. The effectiveness of the regularization technique will be verified in Section IV.C.

3.6. Algorithm Implementations and Summary

In this section, we provide additional implementation details. Then we summarize the proposed model-augmented safe RL-based VVC algorithm.

3.6.1. Environment Model Architectures

To design the architecture for the environment model $p_\theta(S_{t+1}|S_t, A_t)$ we identify the estimation components. Recall that the state is defined as $S_t = [p_t, q_t, x_{t-1}, t]$. As the transition for device status $x_t$ and time index $t$ are known and deterministic, we only need an estimator for the dynamics of $[p_t, q_t]$. As such we need consider the \textit{aleatoric} uncertainty and the \textit{epistemic} uncertainty \cite{43}. The former describes the uncertainty inherent in the environment; the latter is the uncertainty caused by a lack of training data. To account for both uncertainties, we adopt the bootstrap ensemble of probabilistic neural networks \cite{44} for the power injection time series model. That is, we train $N$ neural networks $\theta = [\theta^1, \theta^2, \cdots, \theta^N]$ with identical architectures. Each neural network $k$
has a Gaussian output $[p_{t+1}, q_{t+1}] \sim \mathcal{N}(p, q; \mu_{\theta^k}(p_t, q_t, t), \Sigma_{\theta^k}(p_t, q_t, t))$, where $\Sigma_{\theta^k}$ is a diagonal matrix. The parameters $\theta$ is trained by the maximum log-likelihood:

$$P(\theta^k) = \mathcal{N}(p_{t+1}, q_{t+1}; \mu_{\theta^k}(p_t, q_t, t), \Sigma_{\theta^k}(p_t, q_t, t)) \quad (31)$$

$$\theta^k \leftarrow \theta^k + \delta \nabla_{\theta^k} \log P(\theta^k) \quad (32)$$

To reduce the dimensionality of the input and output, the power injection pattern $[p_{t+1}, q_{t+1}]$ is projected to its first principal component before feeding into the neural network. The principal component approximation is legitimate if the power injections across different nodes are strongly correlated.

The state transition for the device status $x_{t-1}^T$ and the time index $t$ are known and deterministic. Thus we simply use their original arithmetic to calculate the transition, without any neural architecture. For device status we use $x_t^T \leftarrow A_t$; for time index, we additionally use the cosine encoding $[\cos(\omega t), \sin(\omega t)]$ for $t$ and update them according to the sum rule of trigonometry. $\omega$ is set to be the one week period $2\pi/168$. These arithmetics are continuously differentiable.

The structure of the reward function (7) allows us to optimize the model architecture as well. The switching cost term $\sum_k C^c[x_{t-1}^T-x_{t+k}^c]$ can be directly evaluated using simple arithmetics without an estimator. Therefore, we create a neural network to estimate the sum of costs due to loss and voltage deviation $C^l p^l_t + C^v C_{t+1}$; then we sum the output with the switching cost term as the overall model architecture. Note that we used the original continuous variable $x_{t+k}^c$ in the switching cost term without rounding. This is because we need a non-zero gradient when back-propagating through the model. Since the $C^l p^l_t + C^v C_{t+1}$ term is deterministic when given a state and action, we use an ensemble of deterministic neural networks $r_{\theta^k}(S_t, A_t), k = 1, 2, ..., N$ to only capture the epistemic uncertainty:

$$L(\theta^k) = (r_{\theta^k}(S_t, A_t) - C^l p^l_t - C^v C_{t+1})^2 \quad (33)$$

$$\theta^k \leftarrow \theta^k + \delta \nabla_{\theta^k} \log L(\theta^k) \quad (34)$$

3.6.2. Safety Layer Architectures

The ensemble design can be carried over to the constraint function $\phi(s)$ as well. That is, the nonlinear feature network consists of an ensemble of feed-forward neural networks $\phi(s) = [\phi^1(s), \phi^2(s), ..., \phi^N(s)]$. As such, the voltage magnitude constraints becomes $\phi^k(s)^T [1; a] < \Delta V, \forall k$. This leads to more conservative action choice compared to having only one constraint function. Accordingly, we create a separate regularizer network for each $\phi^k$: $T(\phi(s), a) = [T^1(\phi^1(s), a), T^2(\phi^2(s), a), ..., T^N(\phi^N(s), a)]$. Each regularizer network is a standard feed-forward neural network.

3.6.3. Generating the Parametric Trajectories

The parametric trajectories are generated as follows. We randomly sample a batch of states $\{s_i\}_{i=1,2,...B}$ from the replay buffer $D$. For each $s_i$, we
take an action using the current policy \( a_i = \pi^f_i (s_i) \). Then we randomly sample a single model \( \theta^k \) from the environment ensemble to evaluate the reward and next state: \( r_i = r_{\theta^k}(s_i, a_i), s'_i \sim p_{\theta^k}(s'|s_i, a_i) \). We continue this model rollout for \( H \) steps to obtain one parametric trajectory \( \tau_i = s_i, a_i, r_1^i, r_2^i, \ldots, r_H^i, s_H^i, a_H^i \). Note that in each step, a new model is randomly sampled. The above process is carried out for each state in the minibatch to obtain the batch of trajectories \( \{ \tau_i \}_{i=1}^B \).

### 3.6.4. Algorithm Summary

The proposed model-based safety layer augmented RL algorithm for Volt-VAR control is summarized in Algorithm 1. The algorithm is first pre-trained on the historical dataset, then it will start controlling the VVC devices and continuing the learning indefinitely.

#### Algorithm 1: Safety layer augmented actor critic (SAAC) for VVC

**Input:** Historical dataset \( D \)

**Output:** Policy \( \pi^f_i (a|s) \)

1. Initialize \( p_{\theta^k}(s'|s,a), r_{\theta^k}(s,a), q_{\phi}(s,a), \pi_{\psi}(a|s), \phi(s), T(\phi(s), a) \)
2. for \( i = 1, \ldots, L \) do
   \%
   3. Sample \( B_k = \{(s,a,r,s')\}_k \sim D, \forall k = 1, \ldots, N \)
4. Train \( p_{\theta^k} \) and \( r_{\theta^k} \) on \( B_k \) by (32) and (34)
5. Train \( \phi^k \) and \( T^k \) on \( B_k \) by (29) and (30)
6. for \( t = 1, \ldots, \) do
   \%
   7. \( S_t = [p_t, q_t, x_{c-1}, t] \)
8. \( A_t \sim \pi^f_i (a|S_t) \)
9. \( S_{t+1} = [p_{t+1}, q_{t+1}, A_t, t+1] \)
10. Obtain \( R_{t+1} \) by (7)
11. \( D \leftarrow D \cup \{(S_t, A_t, R_{t+1}, S_{t+1})\} \)
12. for \( i = 1, \ldots, l \) do
   \%
   13. Sample \( B = \{(s)\} \sim D \)
14. Train \( \pi_{\psi}, q_{\phi} \) by (13) and (14)
15. Sample \( B_k = \{(s,a,r,s')\}_k \sim D, \forall k = 1, \ldots, N \)
16. Train \( p_{\theta^k} \) and \( r_{\theta^k} \) on \( B_k \) by (32) and (34)
17. Train \( \phi^k \) and \( T^k \) on \( B_k \) by (29) and (30)

### 4. Numerical Studies

#### 4.1. Distribution Test Feeders and Load Data

We use the IEEE 4-bus, 34-bus, and 123-bus radial distribution test feeders \[45\] for our numerical studies. For illustration purposes the test feeders have been converted to their positive sequence representations. However, the proposed algorithm is applicable for unbalanced systems as well. The RL-based VVC controller output is the action, which actuates the following VVC devices
of the feeders. The substation voltage (reference voltage) is controlled by an 11-step voltage regulator. The step size is $M_{\text{reg}} = 0.01$, which sets the reference voltage between 0.95 and 1.05 p.u. The OLTCs also have 11 tap positions with turns ratios ranging from 0.95 to 1.05. These OLTCs are placed at branch (2, 3) for the 4-bus feeder, branches (814, 850) and (852, 832) for the 34-bus feeder, and branches (10, 15), (67, 160), and (25, 26) for the 123-bus feeder. The capacitors have two tap positions corresponding to the on/off status. For the 4-bus feeder, a capacitor with rating $M_{\text{cap}} = 200 \text{ kVar}$ is placed at node 4; for the 34-bus feeder, two capacitors with rating 100 kVar and 150 kVar are placed at node 844 and node 847, respectively; for the 123-bus feeder, four capacitors are placed at node 83 (200 kVar), 88 (50 kVar), 90 (50 kVar), and 92 (50 kVar), respectively. Although all devices have discrete tap positions, they are internally represented as continuous variables by the RL algorithm. They will be rounded to the nearest tap positions when the action actuate the device. The energy cost $C_{l}$, switching cost $C_{s}$, and the voltage violation cost $C_{v}$ are set as 40.0 $/\text{MWh}$, 0.1 $/\text{switching}$, and 1.0 $/\text{p.u.}$, respectively. In practice, these values can be chosen according to the application requirements.

The London smart meter dataset [46] is used to represent the nodal power injection patterns. We convert the half-hourly kWh measurements to hourly values and take the first 4000 hours for our numerical study. The kWh measurements are then aggregated across the individual customers, and scaled appropriately to produce a realistic loading level for each test feeder. The spatial load distribution and power factors are set to be the same as that of the standard IEEE test feeders.

4.2. Algorithm Setup

The hyperparameter setup of the proposed algorithm and two benchmarks are provided in this subsection. The first benchmark is the discrete action space soft actor critic (SAC) [47] with action space decoupling and ordinal variable encoding [30]. The second benchmark is the vanilla model-augmented actor critic (MAAC) described in Section III.C, which is a simplified version of the proposed SAAC by removing the safety layer introduced in Section III.D. The hyperparameters are given in Table 1. The first section of Table 1 shows the parameters shared by all algorithms. We will use these parameters for all numerical studies. If a hyperparameter is chosen differently based on the feeder, that parameter will be written in a curly bracket to represent the values for 4-bus, 34-bus, and 123-bus, respectively.

In this study, we assume that one thousand hours of operational data are available from the historical dataset before the agent start interacting with the system. The historical dataset collects the load/DG, voltage and network loss, as well as the corresponding tap positions. The purpose of this historical dataset is to mimic the database of a typical electric utility company. As such, we can pre-train certain components of the RL-VVC framework to provide a slightly better initial policy [48]. For the SAAC algorithm, we pre-train the environment model and the constraint layer using these historical data. To make the comparison
fair, the same set of historical data will be used to pre-train the policy and value networks for the benchmark algorithms SAC and MAAC as well.

Unfortunately, we were unable to find an open-source dataset for the device tap positions. Thus, we create them by following a mixed-integer conic programming (MICP) VVC algorithm. The created tap positions rarely change and correlate with the power injection pattern. As a result, the training samples have a significant lack of diversity and pose challenges for the RL algorithms. However, this is necessary to reproduce the difficulty of real world datasets.

The proposed SAAC algorithm and the SAC, MAAC baseline algorithms are implemented in Python using the PyTorch deep learning library [49]. The power flow and VVC program are also implemented in Python using the NumPy numeric computation library. The MICP and the model predictive control (MPC) benchmarks are implemented in MATLAB using the YALMIP optimization modeling toolbox [50].

4.3. Sample Efficiency and Constraint Satisfaction

The purpose of this subsection is to show the sample efficiency and constraint satisfaction performance of the proposed algorithm. As an example, Fig. 3 shows the voltage profile of the first and 16-th operating week for the 4-bus and 34-bus feeder. Each bar corresponds to 168 hours. The acceptable voltage range [0.95, 1.05] is highlighted by the dashed dark lines. Although all algorithms produce acceptable voltage profiles after 16 weeks of training, for the first operating week, the SAC and MAAC baseline algorithms need to explore actions with no guarantee of safe voltage level. On the other hand, the proposed SAAC maintains acceptable voltage levels during both weeks.

More comprehensively, Fig. 5-7 plot the single time step reward and the maximum voltage magnitude deviation over the distribution network for all three test feeders. The maximum voltage magnitude deviation plot is added to help us assess the flatness of system-wide voltage magnitude, which is one of the most important criteria to evaluate the VVC performance. The solid curve is the average of five independent runs; the shaded regions are the corresponding error bounds. The reward curves in Fig. 5-7 show that the model-based reinforcement learning generally converge faster than the model-free SAC, even
if the latter has been pre-trained on the historical data. Asymptotically, the performance of model-based RL match the model-free SAC as well. Most importantly, the proposed SAAC has the best constraint satisfaction performance during the entire course of learning in all three test feeders. As indicated by the shaded regions, the constraint satisfaction performance is relatively consistent across different runs, although small violations can still happen occasionally. In contrast, other algorithms need to explore different actions and violate a certain number of constraints before converging to a useful policy.

To quantify the constraint satisfaction performance of SAAC, we provide a detailed look of how the QP-based constraint layer and the regularizer network affect the voltage magnitude deviation during early stage of learning. We first show the maximum voltage deviation estimate of (19) with and without the regularizer on a testing set. In order to mimic the exploratory behavior of RL agents, the tap position data of this testing set includes 70% randomly sampled taps with uniform distribution from the range of all taps, and 30% sampled using the same distribution as the training data. The results in Fig. 8 shows
that when combined with the mutual information regularizer, the out-of-sample testing performance has been improved significantly for all test feeders.

Next, we show the constraint satisfaction performance combined with the reinforcement learning agent. Starting with the policy network without any safety layer, we add the \( \phi(s) \) based QP layer and the regularizer network \( T(\phi(s), a) \) one by one and compare their voltage constraint satisfaction performance. Fig. 9 shows the maximum voltage deviation of the 34-bus system for the first 480 hours. The constraint satisfaction performance is improved appreciably by the QP-based constraint layer. With the regularizer network \( T(\phi(s), a) \), the amount of voltage violation is further reduced, especially during early stage of learning. Although the two architectures cannot guarantee strict constraint satisfaction, the amount of violation is very small and acceptable in practice.
4.4. Comparison with Model-Based Benchmark

In this subsection, we evaluate the asymptotic performance of the proposed algorithm against the physical model-based benchmark, which approximate the ground truth solution of the VVC problem. Using the DistFlow equation, the VVC problem with objective function (7) can be formulated as a mixed-integer conic programming (MICP) model [8] [26], with the term $|V_i - 1|$ being replaced by $\frac{1}{2}((V_i)^2 - 1)$. This approximation is very accurate for $0.95 \leq V_i \leq 1.05$.

The MICP approach can be extended to a rolling horizon model predictive control (MPC) [51] framework to better capture the long term effect of the actions. In this work, we have used a horizon length of 10 for the 4-bus feeder and 2 for the 34-bus and 123-bus feeders. These values have been tested to produce results closer to the optimal than the MICP. We omit results for longer horizons since the increase of cumulative rewards is rather incremental while the computation time is significantly longer. We assume the ground truth load and distributed generations are known for both MICP and MPC models. We evaluate the negative of cumulative reward, cumulative voltage violation, and the total number of switches over the last 168 operating hours. The last 168 hour out of the 4000 hours are selected since the data-driven RL algorithms have converged to a relatively stable policy, thus are indicative for asymptotic performance. Table 2 shows that our proposed method yields similar level of asymptotic performance as that of the data-driven benchmark SAC and the physical model-based approaches.
5. Conclusion

This paper proposes a model-augmented safe reinforcement learning framework for the power distribution network Volt-VAR control problem. The framework addresses two of the most crucial problems with data-driven control methodologies: sample efficiency and safety. A model-augmented pathwise derivative is utilized to train the reinforcement learning algorithm to improve the sample efficiency. Then we embed an iterative quadratic programming based constraint satisfaction layer in the actor neural network to improve the safety. Finally, a novel mutual information regularizer is proposed to improve the performance of the constrained satisfaction layer. Simulation results confirm the superior sample efficiency and constraint satisfaction of our approach compared with other reinforcement learning benchmarks. In the future, we plan to improve the efficiency of the presented random exploration. We also plan to simplify the algorithm design and the associated parameter tuning process. One possible limitation is that the proposed RL-based VVC framework assumes a time-invariant distribution network topology and there is no load transfer between other circuits and the circuit being controlled. We will address this challenge in our future work.
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<table>
<thead>
<tr>
<th>Hyperparameters</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>All</td>
<td></td>
</tr>
<tr>
<td>replay buffer size</td>
<td>4000</td>
</tr>
<tr>
<td>discount factor $\gamma$</td>
<td>${0.95, 0.95, 0.99}$</td>
</tr>
<tr>
<td>number of hidden layers</td>
<td>2</td>
</tr>
<tr>
<td>optimizer</td>
<td>Adam</td>
</tr>
<tr>
<td>pre-train steps</td>
<td>500</td>
</tr>
<tr>
<td>SAC</td>
<td></td>
</tr>
<tr>
<td>reward scale</td>
<td>5</td>
</tr>
<tr>
<td>temperature parameter $\alpha$</td>
<td>${0.4, 0.4, 0.3}$</td>
</tr>
<tr>
<td>learning rate</td>
<td>0.001</td>
</tr>
<tr>
<td>number of hidden units</td>
<td>${80, 90, 110}$</td>
</tr>
<tr>
<td>hidden activation (actor-critic)</td>
<td>tanh-tanh</td>
</tr>
<tr>
<td>smoothing parameter $\rho$</td>
<td>0.99</td>
</tr>
<tr>
<td>minibatch size</td>
<td>32</td>
</tr>
<tr>
<td>MAAC</td>
<td></td>
</tr>
<tr>
<td>reward scale</td>
<td>5</td>
</tr>
<tr>
<td>model rollout length $H$</td>
<td>${16, 16, 13}$</td>
</tr>
<tr>
<td>number of ensemble $N$</td>
<td>10</td>
</tr>
<tr>
<td>learning rate</td>
<td>0.001</td>
</tr>
<tr>
<td>number of hidden units (actor-critic)</td>
<td>${80, 80, 130}$</td>
</tr>
<tr>
<td>number of hidden units (model)</td>
<td>${80, 100, 100}$</td>
</tr>
<tr>
<td>hidden activation (actor-critic-model)</td>
<td>tanh-relu-relu</td>
</tr>
<tr>
<td>minibatch size</td>
<td>16</td>
</tr>
<tr>
<td>exploration noise Std $\sigma_\xi$</td>
<td>0.1</td>
</tr>
<tr>
<td>SAAC</td>
<td></td>
</tr>
<tr>
<td>reward scale</td>
<td>${5, 5, 10}$</td>
</tr>
<tr>
<td>model rollout length $H$</td>
<td>${6, 6, 3}$</td>
</tr>
<tr>
<td>number of ensemble $N$</td>
<td>10</td>
</tr>
<tr>
<td>learning rate</td>
<td>0.001</td>
</tr>
<tr>
<td>number of hidden units (actor-critic)</td>
<td>${80, 90, 130}$</td>
</tr>
<tr>
<td>number of hidden units (model)</td>
<td>${80, 100, 100}$</td>
</tr>
<tr>
<td>hidden activation (actor-critic-model)</td>
<td>relu-relu-relu</td>
</tr>
<tr>
<td>minibatch size</td>
<td>32</td>
</tr>
<tr>
<td>exploration noise Std $\sigma_\xi$</td>
<td>0.1</td>
</tr>
<tr>
<td>penalty coefficient sequence $\sigma$</td>
<td>$[10., 10., 100., 100., 1000., 1000.]$</td>
</tr>
<tr>
<td>regularization constant $\beta$</td>
<td>1.0</td>
</tr>
<tr>
<td>System</td>
<td>Negative cumulative reward ($)</td>
</tr>
<tr>
<td>-----------------</td>
<td>---------------------------------</td>
</tr>
<tr>
<td>SAC [47]</td>
<td>76.26 65.24 85.25</td>
</tr>
<tr>
<td>MAAC [37]</td>
<td>77.69 51.35 91.79</td>
</tr>
<tr>
<td>SAAC (ours)</td>
<td>75.82 54.38 76.03</td>
</tr>
<tr>
<td>MICP [8]</td>
<td>78.09 56.91 73.55</td>
</tr>
<tr>
<td>MPC [51]</td>
<td>75.20 52.98 72.81</td>
</tr>
</tbody>
</table>